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ÅAreas of Interest
ÅDatabases & Streaming

ÅDistributed Storage Infrastructure

ÅApplication Architectures

ÅPassion for OSS DB and Community
ÅContributed to MySQL and Apache Pulsar

ÅMentor reports  on OSS NATS, Druid, ClickHouse

Å 25+ talks at conferences & meetups

ÅCo-organizer, Postgres Bangalore Meetups 
(pgblr.in), no 5 on April 26, 2025 (Saturday)
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github.com/shiv4289/shiv-tech-talks/
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http://linkedin.com/in/shivjijha/​
https://github.com/shiv4289/shiv-tech-talks/


1. 
Background

Postgres and its Neighborhood



tƻǎǘƎǊŜ{v[Ωǎ wƛǎŜ

PostgreSQL is topping DB-Engines rankings 
and gaining popularity on Stack Overflow.

Å Postgres 4/8

Å Snowflake 3/4 in last 4 years!

Get in the snowflake territory?

https://db-engines.com/en/ranking https://survey.stackoverflow.co/
 (last 3 years)

https://db-engines.com/en/ranking
https://survey.stackoverflow.co/


Postgres is for OLTP, why OLAP?

Å Apps often have OLAP needs before OLAP stack

Å For most, Postgres is already in the stack

ï!ƴ ŜȄǘǊŀ 5. ƛǎ ŀ ƭƻǘ ƻŦ άŜȄǘǊŀέ ǿƻǊƪ!

Å The data is already there in Postgres. No ETL!

Å Of course, Postgres can do some analytics

ïCan do even more with custom indexes

ïMore storage & writes for lesser latency

Å But can Postgres stretch more on OLAP?
ï Can we delay dedicated OLAP DB a bit more?

Unified Data Management with ClickHouse® and Postgres cv"QUC"EQP"Ҳ46
https://thenewstack.io/unleashing-postgres-for-analytics-with-duckdb-integration/

https://www.youtube.com/watch?v=2EvS9-8zvNg&list=PLA7KYGkuAD071myyg4X5ShsDHsOaIpHOq&index=22
https://www.youtube.com/watch?v=2EvS9-8zvNg&list=PLA7KYGkuAD071myyg4X5ShsDHsOaIpHOq&index=22
https://thenewstack.io/unleashing-postgres-for-analytics-with-duckdb-integration/


Postgres: The Swiss Army knife of DBs



Done it in 
past!

Å Oracle used to be gold standard for RDBMS

ï Postgres adoption is taking off now!

Å MongoDB popularized JSON

ï Postgres JSONB can take you quite far!

Å Vector DBs are getting popular now..

ï pgvector has support for similarity search

ï Find nearest neighbours of a given vector with indexes

Å Popular extensions & forks (citus, timescale, Greenplum etc)

https://tembo.io/blog/vector-indexes-in-pgvector

https://tembo.io/blog/vector-indexes-in-pgvector


2.
Benchmarks

ά!ƭƭ ōŜƴŎƘƳŀǊƪǎ ŀǊŜ liesΦέ
5ƻ ȅƻǳǊ ƻǿƴ ǇŜǊŦΧΦ

 In any case, perf is not enough.

 Take it with a grain of salt J

https://motherduck.com/blog/perf-is-not-enough/


Introducing 
ClickBench

Å A benchmark for analytics databases.

Å Originally built to show ClickHouse performance

Å Evaluates databases on real-world analytics workloads:

Å High-volume table scans

Å Complex aggregations

Å Historically, ClickHouse & analytics databases dominated

Å A lot of PostgreSQL compatible databases in the list now!

~100 million records , 42 OLAP style queries & lots of limitations, of course!

https://github.com/ClickHouse/ClickBench/tree/main?tab=readme-ov-file
https://github.com/ClickHouse/ClickBench/blob/main/postgresql/queries.sql
https://github.com/ClickHouse/ClickBench/tree/main?tab=readme-ov-file


Postgres vs Snowflake for OLAP

ϝϝ ! ŎƻƳǇŀǊƛǎƻƴ ƭƛƪŜ ǘƘƛǎ ƛǎ ǿǊƻƴƎ ƛƴ ǎƻ Ƴŀƴȅ ǿŀȅǎΧ
** Timing is based on geometric mean of latencies of 42 queries.
Lƴ ǊŜŀƭ ƭƛŦŜΣ ȅƻǳ ƴŜŜŘ ǘƘƻǎŜ ǎǇŜŎƛŦƛŎ ǉǳŜǊƛŜǎ ƻƴƭȅΧ 



Tuned PostgreSQL?

*Timing is based on geometric mean of latencies of 42 queries.
Lƴ ǊŜŀƭ ƭƛŦŜΣ ȅƻǳ ƴŜŜŘ ǎƻƳŜ ǎǇŜŎƛŦƛŎ ǉǳŜǊƛŜǎΧ 



Tuned PostgreSQL?

Change configs and add indexes

More insights at https://github.com/shiv4289/pg-olap-recipies/blob/main/benchmarking/postgresql_tuned/benchmark.md

https://github.com/shiv4289/pg-olap-recipies/blob/main/benchmarking/postgresql_tuned/benchmark.md


Trade-off: Storage vs latency

Choose indexes you need.

More insights at https://github.com/shiv4289/pg-olap-recipies/blob/main/benchmarking/postgresql_tuned/benchmark.md

https://github.com/shiv4289/pg-olap-recipies/blob/main/benchmarking/postgresql_tuned/benchmark.md


Improving 
Postgresql on 

ClickBench

Å Insert time improved by almost 22%

Å Table size reduced by 5Gb ( ~ 4%) 

Å Indexing Time improved by 2%

Å Query time improved by ~10%



[ŜǘΩǎ ŎƘŜŎƪ ƻǳǘ DuckDB

ϝϝ ²ŜΩƭƭ ƎŜǘ ōŀŎƪ ƻƴ DuckDB in just a while.. 
[ŜǘΩǎ Ǉƭŀȅ ǿƛǘƘ clickBench just a little more??



Postgres ς DuckDB Combo!

Å What are these other DBs?
Å Why are they performing better than even tuned postgres?
Å Are some really better than snowflake? Or is the benchmark lying (again)?
Å So, clickhouse is the fastest OLAP DB?



Objective of 
the Talk

To explore how 
PostgreSQL 
extensions bridge 
the gap to OLAP 
workloads.



3. What 
Makes a 
Good OLAP 
DB in 2025 ? 



Characteristics of OLAP Systems

Å Key features include:

1. Columnar storage

ROW STORAGE
COLUMNAR STORAGE



Characteristics of OLAP Systems

Å Key features include:

1. Columnar storage

ÅEasier fetching by column

COLUMNAR STORAGE

https://news.ycombinator.com/item?id=37247945

ROW STORAGE

https://news.ycombinator.com/item?id=37247945


Characteristics of OLAP Systems

Å Key features include:

1. Columnar storage

ÅAllows for better compression ratios

https://news.ycombinator.com/item?id=37247945

https://news.ycombinator.com/item?id=37247945


Characteristics of OLAP Systems

Å Key features include:

1. Columnar storage

ÅAllows for better compression ratios

https://news.ycombinator.com/item?id=37247945

https://news.ycombinator.com/item?id=37247945


Columnar Store: Apache Parquet

Å A free, open-source, widely adopted data storage format.

Å Efficiency: 

Å Traditional databases load data in row-oriented formats 
for analysis.

Å Parquet is optimized for direct querying.

Å Can read specific columns without the need to process 
entire datasets.

Å Zone Maps: Uses statistical metadata to skip over 
unnecessary data blocks, reducing latency and I/O.

Å Use Case:

Å Ideal for quick reads of specific columns, making it highly 
effective for analytical querying and data-intensive 
applications.

[AWS Blog] Adapting to Change with Data Patterns on AWS

Å Widespread Adoption of Parquet

Å Major data lake customers (Netflix, Nubank, Lyft, Pinterest) use 
Apache Parquet for storing business data.

Å Parquet stores data in a table format and is highly compressed.

Å Scale and Growth of Parquet on AWS

Å One of the fastest-growing data types in Amazon S3.

Å Exabytes of Parquet data stored on AWS.

Å AWS handles 15M+ requests per second and serves hundreds 
of petabytes of Parquet daily.

Å Case study: Standardization with Apache Iceberg at Pinterest

Å Pinterest standardizes storage using S3 (storage layer), Parquet 
(tabular data format), and Apache Iceberg (open table format - 
OTF).

Å Thousands of business-critical Iceberg tables.

Source: https://aws.amazon.com/blogs/storage/adapting-to-change-
with-data-patterns-on-aws-the-aggregate-cloud-data-pattern/

Spec : https://github.com/apache/parquet-format

https://aws.amazon.com/blogs/storage/adapting-to-change-with-data-patterns-on-aws-the-aggregate-cloud-data-pattern/
https://aws.amazon.com/blogs/storage/adapting-to-change-with-data-patterns-on-aws-the-aggregate-cloud-data-pattern/
https://github.com/apache/parquet-format


Characteristics of OLAP Systems

Å Key features include:

1. Columnar storage

2. Vectorized Execution



Characteristics of OLAP Systems

Å Key features include:

1. Columnar storage

2. Vectorized Execution

Takes advantages of modern 
CPUs, which can perform 
operations on multiple values 
simultaneously using SIMD 
(Single instruction, Multiple 
Data) instructions.



Characteristics of OLAP Systems

Å Key features include:

1. Columnar storage

2. Vectorized Execution

COLUMNAR STORAGE

Columnar storage & SIMD is a match made in heaven



Characteristics of OLAP Systems

Å Key features include:

1. Columnar storage

2. Vectorized Execution

3. Custom OLAP Indexes
a. We will look at sparse indexing in clickhouse



ClickHouse: 
Storage Layout

Column files

Primary index

cmrk files 
offset for primary index granules 

https://clickhouse.com/docs/en/guides/best-practices/sparse-primary-indexes

https://clickhouse.com/docs/en/guides/best-practices/sparse-primary-indexes


ClickHouse: Column Granules

https://clickhouse.com/docs/en/guides/best-practices/sparse-primary-indexes


